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Abstract. The age-old tricks of predicting based on gut 

intuition have been overruled by mathematics since day one. 

The study of dispersed data and being able to predict how the 

data is spread around the median only to show us how other 

similar data could be spread could also be used to predict the 

behaviour of data. And such is this research paper’s goal to 

discuss the methods and help as we analyse and build models. 

Many prediction models that exist have common drawbacks 

like irregular dataset, overfitting and underfitting of data into 

the model, which is what we are trying to avoid by creating a 

proper standard prediction model. Anyone will be able to 

build a regression model by the end of this research paper 

after seeing the process of making an example model. At the 

end of the paper, one should be able to understand how data 

can be studied and used to build a predictor of their own, to 

guess according to the given specific situation. Building data 

models is essential in data analysis and prediction as its the 

core building block as to how the information is interlinked. 

We will use the IPL Match data’s to inspect the data flow and 

foresee the future. 

 

Keywords. Data Prediction, Machine Learning, Automate 

Analytics, Regression Models. 

 

I. INTRODUCTION 

 

There is an ever-increasing demand for STEM related fields 

due to the recent trend of ever-growing technological 

requirements and demands. Education in computer fields 

has increased ever so in the last 20 years more than ever. 

And also, there has been an increase in India’s GDP with 

almost 9% due to the ever-expanding IT sector. In today’s 

world Data has become as essential as breathing. 

Information enhances the association’s ability to find out 

the issues more efficiently. They tend to point out their 

weaknesses in a statistical manner. With data analytics 

coming into picture, we can predict the outcomes in the near 

future and if it is disadvantageous to the association, they 

can make an effort to change how the things work. But 

nowadays we just don’t hear about data. Very commonly 

heard term is big data. Big data is an umbrella term alluding 

to enormous volumes of organized and unstructured 

information that we gather and produce consistently. Each 

client/brand collaboration is a wellspring of information, 

similar to the substance that organizations distribute on their 

site, and the activities that web crawlers record every day. 

Here is a comparison between different units of data: 

Big data in lay man’s term sounds like it’s a huge 

incomparable data which cannot be comprehended by 

normal computing devices. Well in actuality it can be stored 

and read by a highly powered registering gadget. The 'Big' 

in big data is subjective to the current technology and 

amount of data present. For example, a few decades ago 1 

GB would have been viewed as big data as there was only 

1.5 EB of data. But in today’s date 1GB is not Big Data 

compared to zettabytes of information available around the 

world, and it's a good idea to discuss huge information 

beginning with something like 1 terabyte. If we somehow 

happened to place that in more numerical terms, then, at that 

point, it appears to be normal to discuss Big Data with 

respect to datasets which surpass absolute information 

made on the planet partitioned by 1000³. 

When users think about it this way, as data is 

money, then the number of jobs in data analysis started to 

go through the roof. Information Science and Data 

Analytics are two of the most common words of the year. 

Today, information is more important to businesses than oil 

is to the people who work for them. In the beginning, 

information is put together in a simple way by an 

organization. This information is then used for a different 

purpose. This cycle helps the business fill in the gaps. 

However, who will do this work? In this case, who will be 

in charge of the information? so on Everything is done by a 

Data Analytics and a Data Scientist, who work together. 

Normal job growth in the U.S. is 3.7 percent for all jobs. 

There's more evidence that there's been a rise in the number 

of people who want information analysis experts, especially 

among leaders and people in power. IBM additionally 

predicts that interest for information driven leaders will 

increment by 110,000 of every 2020.  

Predictive analysis is a study of data and its 

behavior and thus identifying how the data moves according 

to time. This makes it possible to create future foresights 

with the help of past available data. The past data can be 

used to make a guess as to how the data flows according to 

time. We can build models around the existing data and 

choose the one that has most accuracy. Accuracy is 

important in data analysis as no one would want a model 

with less accuracy to be making foresights. This will 

become important to the future associations as it will bring 

them lots of fortunes and also help them save a lot. 

Data analysis is derived from a lot of already 

existing technologies like data mining, AI and machine 

learning. As all of these technologies are related to data, 

they are interlinked and bound to have common concepts 

and ideologies of working. This is very essential in terms of 

big companies and associations as they can save up a lot of 

many avoiding the errors and mistakes if they were able to 

know the future output. Each company has a different 

requirement for data and hence can build a model 

appropriate to filter their data. This can not only help the 

associations save but buy in their requirements and make 

purchases knowing the approximate results. There bound to 

be a data analyst team in a bigger association due to these 

reasons as it is very efficient and cost saving. Data analysis 

can be used to figure out misconducts and faults before they 

cause any serious harm to the company. They can also be 

used to check the clients’ behaviours and warn us 
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beforehand if there is any strange behaviour thus saving 

from company damage like cyberattacks. Associations 

today utilize prescient investigation in a practically 

perpetual number of ways. The innovation helps adopters in 

fields as various as money, medical services, retailing, 

neighborliness, drugs, auto, aviation and assembling.  

 

Following can be a use of data analysis: 

 

For web-based companies then can use the login details to 

keep a track of the number of users they have been getting 

at a particular time and hence able to identify the events that 

happened during that time which helps them figure out the 

user needs. Following are the few questions the research 

paper will answer: 

● Can every data be predicted as to what will the 

outcome be, in the future, i.e., is it necessary for 

all kinds of data to be predictable? 

● How should one go forth with establishing a 

prediction model? 

 

Organisation of this work: This work contains four sections, 

where section 1 discusses about introduction about work, 

and section 2 discusses about related work. Then, section 3 

discusses about our proposed work with output of our work. 

Then in the last, this work is concluded with adding few 

interesting remarking for future researchers. 

 

II. RELATED WORK 

 

This includes ANOVA, linear regression (ordinary least 

squares) and many other types of predictive modelling. 

These include ridge regression and time series. Decision 

trees and neural networks are other types of predictive 

modelling that can be used. Choosing the wrong modelling 

method can lead to incorrect predictions and residual plots 

that don't have the same variance and/or mean. 

 

A. Regression Analysis 

 

Regression shows how features are linked together in terms 

of how they work. Linear regression models can be quickly 

made from covariances, but they only work with linear 

relationships [1]. Regression analysis is used to predict an 

infinite target variable from one or more independent 

variables. Regression analysis is used to look at natural 

variables, not variables that change through 

experimentation, which is what it does. As we said earlier, 

there are many different types of regression. Once we've 

decided to use multivariate analysis, how can we choose 

which regression method to use? 

 

B. ANOVA 

 

When the final variables are continuous and the input 

variables are both categorical and discontinuous, Anova 

comes into play to help figure out how to get the best results. 

Null hypotheses think that all groups are the same and that 

the data should be spread out about the same, which means 

that every other sample case will have about the same 

variance. 

 

C. Linear Regression 

 

Linear regression model is considered when:  

Resultant variable = Summation (Ki * Xi) I ranging from 0 

to n, n = Number of variables. 

In non-mathematical terms, the resultant variable is linearly 

dependent on the input variables. The input variables can be 

continuous or discontinuous meaning categorical.  

 

D. Logistic Regression 

 

Logistic regression [2] is used primarily with dichotomous 

dependent variables, the technique can be extended to 

situations involving outcome variables with 3 or more 

categories (polytomous, or multinomial, dependent 

variables) / give an overview of the logistic regression 

model / discuss the main similarities and differences 

between logistic regression and linear regression and the 

basic assumptions of logistic regression / use data from a 

hypothetical study to show how to interpret a logistic 

regression analysis / in particular, [the author reviews] how 

to interpret model coefficients, test hypotheses, and 

interpret classification results / use data from actual 

research studies to show how to interpret logistic regression 

analyses that involve more than one predictor variable / 

describe model-building procedures for studies that have 

many potential predictor variables. 

 

E. Time series 

 

Multivariate time series analysis can be used to predict 

future responses based on how people have responded in the 

past [3, 4 and 5]. In order to make a statistic, we need to 

know about how a variable changes over time The 

information is bivariate, so the experimental variable is 

time, and so is the information. The rows must stay the same 

over a long period of time; H. are normal: the mean value 

and variance of the series stay the same over a long period 

of time. Another thing: Even if the residuals aren't 

correlated, they still need to be normal even if they're spread 

out over time. Outliers must not be in the series. As it turns 

out, when there are random shocks, they should be random. 

They should be random, with a mean of 0 and a long-term 

variance. 

 

F. Ridge Regression 

 

There is a lot of talk about how to use biased estimation in 

data analysis and model building. For ridge regression, 

researchers look at how it works and how it relates to 

generalised inverse regression. Researchers also show the 

results of a simulation experiment and three real-world 

examples of how ridge regression can be used. Negative 

comments are made about how to choose variables, how to 

test one’s model, and how to compute ridge and generalised 

inverse regressions. Ridge regression is better at predicting 

and extrapolating than least squares when the predictor 

variables are very similar. It's also a safe way to choose 

variables. 

 

G. Decision Tree 

 

Decision tree is composed of various decisions and hence 

the entire model is built on different paths that could lead to 

different results [10]. Computing decision trees can be 

vastly time consuming as it expands to mn (m = no of 

decisions) i.e., exponentially. But for data that heavily 

depends on decisions its suitable to go with the decision tree 

model to predict the results.  



 

H. Neural Networks 

 

There are a lot of layers in Deep Learning or Deep Neural 

Networks, which are Artificial Neural Networks (ANN) [4, 

11]. Over the last few decades, it has been thought of as one 

of the most powerful tools. It has become very popular in 

literature because it can handle a lot of data. The desire to 

have more hidden layers has recently outpaced the 

performance of traditional methods in a number of different 

fields, especially pattern recognition, which is where this is 

happening. Many people like the Convolutional Neural 

Network, a type of deep neural network (CNN). A 

mathematical operation called "convolution" is what gives 

it this name. CNN have a lot of layers, like a convolutional 

layer, a non-linearity layer, a pooling layer, and a fully-

connected layer. The convolutional and fully-connected 

layers have parameters, but the pooling and non-linearity 

layers don't have parameters, so we can't set them. The 

CNN is very good at machine learning problems. People 

who work with images, like the largest set of images that 

have been classified. 

 

III. PROPOSED METHODOLOGY 

 

Following are the points that were written down as a guide 

for making a predictive model: 

a) Preparing business goals: The information or the 

business goals can be used with a chosen algorithm 

or model. Other times, the simplest way to do 

something isn't so clear-cut. Compare the results. 

Users should choose the best model based on what 

other people have said. Sometimes, users prefer to 

run a group of models at the same time and choose 

the best one by comparing their outputs. 

b) Preparing data: The information is usually spread 

out across a lot of different sources and needs to be 

cleaned up and prepped. Data may have a lot of 

duplicate records and outliers. Based on the 

analysis and the business goal, users decide 

whether to keep or get rid of them. Also, the data 

may not have all of the information users need, 

may need to be changed, and should be able to 

generate attributes that are more predictive for 

one’s goal. As a general rule, the quality of the 

information shows how good the model is. 

c) Training and test datasets will have to be split up. 

Users build the model with the help of the training 

dataset. Users use the test data set to make sure that 

the model's output is correct. Because if users 

don't, users could end up overfitting one’s model, 

which is when users train one’s model on a small 

set of data so that it picks up all the characteristics 

(signal and noise) that only apply to that set of 

data. This is called "overfitting." Users won't be 

able to use a model that's been overfitted for a 

single dataset when users run it on other datasets.  

d) Building the model: Sometimes, the information 

or the business goals make sense for a certain 

algorithm or model. Other times, the simplest way 

to do something isn't so clear-cut. Users should 

choose the best model based on what other people 

have said. Sometimes, users prefer to run a group 

of models at the same time and choose the best one 

by comparing their outputs. 

e) That process may need to be coordinated with 

other departments. Build a model that can be used. 

Even make sure we know how to show one’s 

results to the people who work for the company in 

a clear and convincing way so that they will adopt 

one’s model. Most models fall apart after a certain 

amount of time. Keep our model up to date by 

adding new data to it. 

 

Let’s talk about the questions that we can answer,  

 

RQ1. Can every data be predicted as to what will the 

outcome be, in the future, i.e., is it necessary for all kinds of 

data to be predictable?  

Nowadays sophisticated tools have been developed to 

foresee the future using the data available at hand. Such data 

tend to have a pattern or a regularity which depends on the 

variables, making it possible to predict them using 

mathematical computations. But a very irregular data will 

lead to probable predictions whose accuracy will be heavily 

affected. As there is no pattern or dependability, it makes it 

hard to guess how the data will deviate from its current 

point. But one can make a model whose accuracy can be 

improved step by step bring it closer to the predicted result.  

 

RQ2. How should one go forth with establishing a 

prediction model?  

 

The methodology section answers this question.  

 

A. Building a linear regression model in python 

 

For this section, we require to explain few essential 

tools to used. 

 

Tools Used: Sk learn also known as sci kit learn is used 

for machine learning algorithms. it has many useful 

libraries for classification, regression, clustering, pre-

processing etc, the one we are focussed with is the 

regression modules that are used. all we need is an already 

prepared standard dataset that can be used to train the 

model. we pass this as a parameter in linear_model. Linear 

Regression() and have the final trained model. Moreover 

this, Pickle is used for serializing and deserializing a python 

object structure and hence our model can be stored as a 

serialized object into our local machine and called upon and 

deserialized whenever it is required to predict the data.  

 

Procedure: 

 

The goal of this section is to explain how we can build a 

model in python using libraries so that we can predict 

results. In this case we will be using IPL matches datasets 

to build a model which will be able to identify the behaviour 

of players performance and give us an approximate score in 

the first five overs, given that we know the starting line-up 

and the bowlers playing in the first five overs. 

The linear regression equation can be given as :  

Y = m1x1 + m2x2 + m3x3 + ………… + mnxn 

Where x1, x2 ,………….,xn are the variables and y is the 

result which depends on the variables. 

In our case we can say Y is the runs in the first five 

overs, x1, is the average batsmen power (will be 

discussed ahead), x2 is the average bowler’s weakness, 

x3 is the stadiums effect 

So, our equation will be: 



Y = m1x1 + m2x2 + m3x3 

Now we have to compute all the variables and their 

coefficients using python. 

 

Lets discuss, X1: Average batsmen power 

 

We are given a dataset like this: 

 

Where each ball has the following details: striker, bowler, runs hit on that ball. 

 

Now since we need to represent entire batting team 

lineup with one variable, we will have to compute that 

variable. Let’s say each batsman hits a certain amount 

of runs per ball, that can be given using: Σruns/Σballs. 

Now this will represent a specific batsman strength. 

Higher the runs per ball, better the batsmen. Since 

starting batting team lineup will not be one but more 

than one player, we will have to take the average of 

every batsmens strength and hence the variable average 

batsmen power (X1) 

 

X1 =Σplayers(Σruns_hit/Σballs) 

 

Similarly, we will compute average bowlers’ 

weakness:  

X2 =Σplayers (Σruns_given/Σballs) 

 

We have an extra detail which indicates which stadium 

we play the match in, Of course the stadium will affect 

the runs scored so we can compute the stadiums 

strength with similar logic. Using pandas, we can 

represent each player with a number (strength or 

weakness depending if they are bowler or batsmen): 

 

Batsmen data: 

 

 

Bowlers data: 

 
 

Stadiums Data: 

 
 

 

 
 

 

This code is used to extract important information from 

the given dataset and create a separate excel sheet 



containing training data which will be used to train our 

model to find out the coefficients. Training data is 

important in order to make any model as it will the 

backbone and make predictions based on the learning 

it did from the already learnt data 

 

B. The file generated:  

 

 
 

This sheet contains teams lineups and the total score. 

We can use this data to train our model using existing 

linear regression model tools which include skLearn 

library. skLearn is a very important and widely used 

library for machine learning in the computer field. it 

provides us with tools like regression models, support 

vector machines, perceptrons and accuracy metrics 

which are useful in making any prediction model. 

 

 
 

This code is used to transform the team lineups into a 

single number which represent the average weight of 

the players strength or weakness. 

 

 
 

C. Now the final step is to train the model: 

 

 
 

Note that the files could be found in : 

[https://github.com/kiranraaj19/Data-analysis-

research] for analysing more deeply. 

 

We use skLearn’s LinearRegression() function which 

trains the model, given the data. it tries to figure out 

how the data are co-related to each other and figure out 

the strength of relationship, once it finds the most 

accurate relationship the model is trained. We have to 

specify the variables and the output variable. After 

training, we can save the model in a pickle file by 

serializing it. This is handled by the pickle library 

which we can then use to load the data and predict 

using this pretrained pickle file. Let’s see it in action. 

 

This is the input file: 

 

inputFile.csv: 

 

 
 

After running a py file which loads up the pickle file 

and puts in this input data, we will be shown the 

results 

 

 
 

D. Output: 

 

 
Hence, readers are suggested to read articles [6-15] to 

know about importance of Machine learning, deep learning 

techniques for analysis big a data (with explaining few uses 

cases of real-world problem), which will help researchers to 

find out an efficient solution for their research work. 

 

IV. CONCLUSION  

 

Big data is a potential research area receiving considerable 

attention from academia and IT communities. In the digital 

world, the amounts of data generated and stored have 

expanded within a short period of time. Consequently, this 

fast-growing rate of data has created many challenges [R2]. 

The way we live and do business will be changed due to 

data analysis. Although organizations are taking steps to 

show data into insights, our global survey showed that 

organizations are still battling data quality and therefore the 

problem to seek out the proper resources to show these 

insights into true value and become more data-driven. 

What's the current condition and possibilities in the future 

from the information era? Stages of data analytics are best 

known as: from descriptive, to diagnostic, to discovery, to 

predictive and, finally, to data analytics (what action is that 

the best to take). If it seems within the future that a decision-

making process supported data analytics will produce better 

results, the step to “automated” decision-making are going 

to be small like AI Examples are the autopilot update within 

the Tesla model S cars, which has been driving around for 

almost a million miles and that too without ever getting a 
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ticket. The question is will this transform the way we live? 

The answer is yes! Elon musk the founder of Tesla cars says 

that at some future point it would not make sense to drive a 

car, even though this sounds remotely close to insane but 

mind it we even thought that we could survive without cell 

phones! Developments tend to travel an extended way 

towards a situation where, for instance, we will reduce our 

automobile insurance premium once we share all sensor 

data of our automobile with the insurance firm. This is not 

possible now but hopefully in the mere future. 
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