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Abstract: Customer churn prediction and retention is a major issue for various service based organizations and skewed data 

representation presents significant challenges for such problems. The class imbalance exists when the number of samples of 

one class is much lesser than the ones of the other classes. In machine learning, the data-level approaches are known to handle 

the class imbalance problem. In this paper, we comprehensively study the performance of different machine learning 

techniques in churn prediction with class imbalance. The analysis of the research literature has focus on the key role of Data 

Imbalance Problems in classification, handling the imbalanced data and data-level techniques used to overcome the skewed 

distribution. Finally, we uncover number of research implications and upcoming directions for regular, big data and deep 

machine learning. 
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1. Introduction 

 

Churn prediction is emerging as a great influential field in the category of customers. Companies are investing a huge amount 

of capital in the process of holding the customers, i.e. , preventing them from a churn. Every company is keen on attracting 

new customers as it is directly reflects to the profits of the company. Apart retention of the existing customers is also 

important. So, Customer Relationship Management (CRM) is one of the broadest strategies to improve the relations with the 

customers. It is broadly acknowledged and is being used today in the fields like telecommunication, e-commerce etc [26][29]. 

Therefore, adopting machine learning models that are able to predict customer churn can effectively help in customer 

retention campaigns and maximizing the profit. 

 

Generally, machine learning or data mining algorithms assume an equal class distribution for the data. However, this may 

not be true for predicting customer churn data. The distribution of the data is skewed in nature wherein one class 

(negative/majority/non-churn) is represented with a high number of instances than the other ones (positive/minority/churn). 

For learning algorithms, this leads to great difficulty, as they are biased towards the majority class. The concept of designing a 

smart system for handling skewed distribution to overcome the bias is recognized as learning from unfair data [7]. Problem 

with skewed data is commonly addressed by the research community in the last two decades. The imbalanced data 

classification has drawn significant attention from academia, and industry. Many methods were developed for handling 

imbalanced data for Customer Churn Prediction, focusing on balancing the imbalanced data using pre-processing techniques 

or modifying the existing classifiers. In general, traditional ML systems assume that the training datasets are fully-balanced 

with an equal misclassification error cost associated to each of the class [1].  

 

Voluntary and involuntary churns are two main categories of churners [31]. Voluntary churners are those customers who 

make a decision to quit their services from the service providers. It is very difficult to decide/ determine these type of 

customers. The second type, involuntary churns are those customers whom the organizations decide to remove from the 

service. Therefore’ this category includes people that are churned for fraud, non-payment and customers who don’t use the 

phone. Voluntary churner is more difficult to determine; it occurs when a customer makes a decision to terminate his/her 

service with the provider.  

 

The remaining part of this paper is structured as follows. The definition of customer churn us presented in section 2. The 

overview of class imbalance problems in classification is defined in Section 3. Section 4 presents the current research on 

Customer Churn Prediction at data-level. Section 5 addresses the issue on customer churn prediction using data level 

techniques. Further, research implication and future directions are presented in Section 6. Section 7 presents the challenges 

pertaining to class imbalance distribution. Further, section 8 provides several future research directions towards class 

imbalanced datasets/ problem. Finally, we make concluding remarks in Section 9. 

 

2. Customer Churn  

 

The term Customer churn is mostly used in telecommunication industry. It denotes the movement of customers from one 

service provider to another. The term “churn” means the movement of the customer to new service provider. The reasons for 

this movement may be unhappiness with service quality, unpleasant plans, high cost, etc. Furthermore the customer can quit 

the service due to financial problems, change of geographical location and sometimes the company may withdraw the service 

due to policy reasons. Customer churn prediction methods help the service providers in identifying the customer who likely to 

move to different service provider in near future. Poel et al., [27] focused on four sets of data variables like, customer 

behavior, customer perceptions, and customer demographics and macro environment in customer retention. By recognizing 
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the customer behavior regarding the service utilization, the number of calls, usage of network for data exchange, etc the 

service provider can decide the churn customers.  

 

For an effective customer prediction, following steps need be used: 

 

File reader -> Read Data-> Data Manipulation -> Visual data Exploration -> Data Analysis-> Scoring->Drill down and 

Report 

 

Note that above structure (process) for predicting customer churn has been discussed with KNIME simulator. Client 

discernments are distinguished as the manner in which a client get or stop the service and can be determined with client 

reviews and incorporate information connect by and large happiness, nature of service, issue understanding, fulfillment with 

issue dealing with, intrigue given, area comfort, picture or notoriety of the organization, client view of reliance to the seller, 

and so forth. Client statistic incorporates age, sex, training, societal position, land information are likewise utilized for stir 

estimation 

 

3. Imbalanced Data Classification Problem 

 

In general, the Imbalanced dataset problem comes in the category of classification, when the sum of instance of one class is 

lesser than the instance of another class.. Furthermore the class of interest is one with smaller number of instances [4]. In real-

time applications, this problem is of great interest. Most often, conventional classifiers have a bias towards the classes with 

greater number of instances. In turn, the “minority class” is usually ignored by treating them as noise. In this way, minority 

class samples are most often misclassified than other classes. The learning task does not hinder only by skewed data 

distribution but also series of problem like small size samples, overlapping between classes and small disjuncts may occur. In 

Figure 1, shows the examples of the three different kinds of imbalanced data distribution.  

a) Small size sample/ class imbalanced data distribution: It refer to unequal or skewed distribution problem wherein not 

all classes for given dataset are represented similarly. The high Imbalanced Ratio (IR) may lead to poor learning, 

resultant in whole bias for the majority class [5].  

b) Overlapping between classes: In the presence of overlap between the majority/ negative and minority/ positive 

classes, the classifier tends to imperfectly categorize the minority instances [9]. Hence, combination of overlapping 

between the classes with high IR usually outcomes in high misclassification rate for the minority class samples.  

c) Small disjuncts: When the class consisted of smaller sub concept than the small disjucts in a dataset occurs and it 

increases the complexity for the training algorithm.  

 

 
 

3.1 Different Approaches in Class Imbalance Problems  

 

The “class imbalance” problems in classification occur when there are significantly lesser samples in one class compared to 

other class. In current years, “class imbalance” problem has attracted the attention of researchers. Broadly, class imbalance 

problem can be addressed at three levels.  

 Data level methods: To stabilize the class distribution the sample dataset is changed at data level. These 

methods apply pre-processing method to balance the “skewed distribution” in data.  

 Algorithm level methods: These methods adapt the present learning algorithms to lessen the bias to negative 

classes and familiarise them to classify the data with “skewed distribution”. These techniques provide cost 

sensitive learning by taking misclassification costs into consideration.  

 Ensemble methods: These methods use ensembles of classifiers and also known as ensemble methods along 

with data-level techniques. These methods increase the accuracy by training multiple classifiers and combine 

their output.  



Hence in this work, we discuss different data level techniques applied to solve Customer Churn Prediction. Now, next section 

will discuss about the different techniques applied to solve customer churn prediction using data level techniques. 

 

4. Data-Level Techniques for Class Imbalanced Problem - Customer Churn Prediction 

 

In data-level approach, the sample dataset is modified to balance the class distribution. The foremost aim is to maintain 

equality in the class distribution for the datasets using sampling methods such as over-sampling, under-sampling and 

combination of both. The oversampling and under-sampling techniques are the two popular techniques in sampling-based 

classification to address the imbalanced datasets. In the oversampling technique, some samples are added to the minority class 

to make it balanced when very less information is available for minority class samples. In the under-sampling technique, some 

samples of the majority class are eliminated to make the dataset balanced. Apart from above, the hybrid techniques usually 

come with a combination of both over and under-sampling methods. Figure 2 categorizes different approaches applied at data-

level to address the class imbalance problem.  

 

 

 

 
 

The data-level techniques are also called as data pre-processing methods. These techniques are independent from 

classification stage. In the literature, many techniques have been proposed to handle skew distribution using sampling 

methods. Empirically it is proved that application of data-level technique to balance the skewed distribution before trained on 

a classifier yield better solution. There are different oversampling and under-sampling techniques that exist in literature such 

as Random Under-Sampling (RUS) [11], Random Over-Sampling (ROS) [6], Tomek links [10], Synthetic Minority Over-

Sampling Technique (SMOTE) [3], One-Sided Selection (OSS), Condensed Nearest Neighbor Rule (CNN), Neighborhood 

CLeaning rule (NCL) [8], SMOTE+Tomek links [2] etc. Next, we will outline the different techniques proposed to handle 

skewed data distribution in Customer Churn Prediction in Table 1. 

 

 

Table 1: Different Techniques used, Algorithms Applied and Conclusion Drawn 

 

Citation Technique Used Algorithm Used Conclusion drawn 

[12] Mega-Trend Diffusion Function (MTDF), Synthetic 

Minority Oversampling TEchnique (SMOTE), 

Adaptive Synthetic Sampling Approach (ADASYN), 

K-Nearest Neighbor (K-NN), Majority Weighted 

Minority Over- Sampling Technique (MWSMOTE), 

and Immune Centroids Oversampling Technique. 

Genetic Algorithm (GA). Overall performance of MTDF 

and rules-generation based on 

genetic algorithms performed 

better when compared with 

other oversampling methods 

and rule-generation algorithms. 

 

[13] SMOTE and MTDF. Rule generation algorithms 

like Exhaustive, Genetic, 

Covering, and LEM2. 

The predictive performance of 

both oversampling techniques 

and rules generation algorithms 

was outstanding. 

 

[14] Over-Sampling (OS), Under-Sampling (US) and 

SMOTE. 

Random Forest (RF) Combination of data level 

approaches with classifiers will 

maximize the turnover with the 

minimum overheads for 

customer retention and help 

reduce customer churn rates. 



 

[15] Particle Swarm Optimization (PSO) based under-

sampling method. 

Genetic Programming (GP)-

AdaBoost (GPAB) 

The proposed GPAB yields 

better AUC over other 

evaluation metrics. 

[16] SMOTE. Classification and 

Regression Trees(CART), 

Bagged CART and Partial 

Decision Trees(PART). 

SMOTE along with learning 

algorithms provide better 

results for predicting customer 

churn. 

[17]  combination of simple under 

sampling and SMOTE. 

Weighted 

Random Forest (WRF). 

Combined sampling and WRF 

produced better a prediction 

model than stand alone 

classifiers. 

 

[18]  US, OS, US+OS and SMOTE.  fuzzyARTMAP. fuzzyARTMAP performed 

exceedingly well using 

sensitivity metric. 

[19] One Class support vector machine (OCSVM) based 

undersampling method. 

Decision Tree (DT), 

Support Vector Machine 

(SVM), Logistic Regression 

(LR), Probabilistic Neural 

Network (PNN) and Group 

Method of Data Handling 

(GMDH). 

The author specified that DT 

over other classifiers along with 

“if-then" rules, achieved high 

AUC. 

[20] Local Principal Component Analysis (PCA). C4.5 -DT, SVM, LR and the 

Naive Bayes (NB) 

Local PCA along with Smote 

outperformed Linear 

regression and Standard PCA 

data generation techniques. 

[21]  ADASYN  Backpropagation algorithm 

(BP) 

The result of the study with 

proposed scheme shown better 

accuracy and F1-score. 

 

In [22], the author applied correlation analysis among the different classifier’s accuracy and certainty of its prediction. In [23], 

the author preformed comprehensive study on the performance of decision tree in churn prediction with class imbalance. They 

conclude that the findings provided will act as useful guideline for usage of decision tree in churn prediction. In [24], the 

author implemented exploratory data analysis and feature engineering on public telecom dataset using different classification 

techniques like Naïve Bayes, Generalized Linear Model, Logistic Regression, Deep Learning, Decision Tree, Random Forest, 

and Gradient Boosted Trees. The result expressed that the best classifier is Gradient Boosted Trees. Ahmed et al [25] presented 

a study on deeper understanding of customer churn for telecom industry using various machine learning algorithms. 

 

Hence, this section discusses about different techniques used, algorithms applied and conclusion drawn in past for solving 

customer churn prediction .Now, next section discuss about various machine learning algorithms used. 

 

5. Machine Learning Algorithms used for Customer Churn Prediction 

 

In this section, we briefly present the popular machine learning techniques used for customer churn prediction. The most 

popular algorithms used by the research community in the past decade are Decision Trees Learning, Support Vector Machine, 

Artificial Neural Network, Naïve Bayes and Regression analysis. These algorithms are considered due to their efficiency, 

reliability and popularity. [29,30] 

5.1 Decision Tree Learning: Decision Trees (DT) is a classification model. The tree-shaped structure of DT 

represents set of decisions for generating classification rules for a specific data. There are different variations 

such as C4.5, Classification and Regression Trees (CART). In these tree structures, the class labels are 

represented as leaf nodes and branches represents the outcomes of features. DT presents good performance 

accuracy when applied to customer churn problem. 

5.2 Support Vector Machines: Support Vector Machines (SVM), also known as Support Vector Networks, 

introduced by Boser, Guyon, and Vapnik [33], are supervised learning models. SVM uses support vectors and 

analyze the given data to derive useful patterns. It is used for both classification and regression analysis. SVM 

employ kernel functions for improving the performance. Selecting the best kernels or combination of different 

kernels is still an open research. In the churn prediction problem, SVM outperform DT, depending mainly on 

the type of data and data transformation that takes place among them. 

5.3 Artificial Neural Network: Artificial Neural Networks (ANN) is a popular approach to address typical 

classification problems, such as the churn prediction problem. Neural networks works on neurons associated 

with weights for each neuron. Different topologies have been defined to make the learning system work for 

varied problems. One of the most popular supervised model built using ANN is Back-Propagation algorithm 

(BPN). BPN is a feed-forward model with supervised learning. 

5.4 Naive Bayes: A Bayes classifier is a probabilistic classification algorithm. It is based on Bayes’ theorem. It is an 

independent feature model, with prior and posteriori probability estimates. A Naive Bayes (NB) classifier 

assumes that the incidence (or nonexistence) of a particular feature of a class (i.e., customer churn) is unrelated 



to the incidence (or nonexistence) of any other feature. The NB classifier achieved good results on the churn 

prediction problem for the wireless telecommunications industry. 

5.5 Regression Analysis: Regression analysis is based on statistical model. It is used for estimating the relationships 

among features. It includes many techniques for developing several variables.  Regression analysis is mainly 

used to find the relationship between a dependent variable and one or more independent variables. In terms of 

customer churning, logistic Regression mainly been used. It is a type of probabilistic statistical model used to 

find a binary prediction of a categorical variable (e.g. customer churn) which depends on one or more predictor 

variables (e.g. customers’ features). 

Hence, this section discusses several exiting algorithms which are useful in prediction churn prediction. Now, next section will 

discuss several practices related to imbalance data-sets in many applications (in this smart era).  

 

6. Current Practices and Applications in Smart Era 

 

Organizations today have huge amount of data (structured and unstructured form) that provides further insights about the 

customer retention. This data can be helpful in identifying who, why and when the customer churn, as well as target customers 

and market tricks. Till data, research went on in prediction of churn risk based on the customer activity and demography. The 

researchers employed mostly traditional approaches such as probability model, regression models and vulnerability models. 

Recent advancement in technology lead to data collection from various sources such social media, online chats, and web. In 

addition, applications of machine learning algorithms have opened a better opportunity for customer churn prediction and 

retention research [28]. Advances in machine learning domain enable researchers to extract useful information from 

unstructured data (audio and video, images). We believe that data on social connections will gather more attention. The main 

concern is to understand why the customer is at risk and whom to target. Apart textual data will also provide insight for 

customer churning. The development various predictive models is useful in building the predictive models to find the risky 

customer, to analyze the market trends, to identify the target customers and also the strategy campaign targets. The more 

advanced approaches like deep learning based on neural networks can learn the customer probability and retention modeling. 

Apart, feature and variable selection techniques like dimensionality reduction form a major development in the field of 

machine learning for customer churn prediction. 

 

Hence, this section discusses about an introduction to customer churn pertaining to an organization. Now, next section will 

include several challenges in imbalanced data-sets/ solving class imbalance problem.  

 

7. Challenges  

 

Napierala and Stefanowski [32] proposed different method to analyze the minority samples by assigning it to predefined 

categories such as safe, borderline, rare and outliers. Such methods help in understanding the difficulties present in the data. 

Hence, some challenges are included here as: 

a) As a future direction, it is important to propose new classification algorithms that incorporate the different 

difficulties in the data. Apart, while designing the classifier, attention should be needed towards individual minority 

samples. Another important issue is extreme class imbalance problems. The extreme imbalanced data sets exist in 

most of the real-world problems such as fraud detection with Imbalance Ratio (IR) approximately 1:3000. This poses 

a great challenge for classification algorithms to train on such extreme datasets. Third challenge is inefficient 

features extraction for some problems such as protein data, online transaction data. It is very much important for the 

classifier to be trained on such high- dimensional and sparse feature set. 

b) Another way to solve class imbalance problem is by modifying the learning algorithm. However, a major drawback 

of such learning models gives much importance to minority samples, thus increasing the majority class 

misclassification. A technique needs to be proposed to select only uncertain samples and adjust the output 

accordingly. 

c) Recently, ensemble learning became the most popular techniques for handling class imbalance. Algorithms like 

Bagging, Boosting, stacking, and Random Forests were robust in handling data difficulties. Ensemble learning along 

with sampling techniques provides better performance to handle the skewed distribution of data. The main drawback 

is diversity among majority and minority class. There is no proper indication of how large the ensemble should be 

constructed as their size is selected arbitrarily. 

d) Another problem is handling of multi-class imbalanced classification. The multi-class imbalance occurs when more 

than two classes with one majority class and multiple minority class exist. A deeper insight in handling multi-class 

imbalanced problems is needed. 

e) Data pre-processing technique is highly importance in balancing the imbalance datasets as there are independent of 

classifiers. The possible difficulties appear in the data such as class overlapping, noise and small disjunct. Therefore, 

efficient data cleaning and sampling techniques are needed to balance the data. For multi class imbalance problems, 

efficient sampling techniques need to be proposed. 

f)  In multi class imbalance learning need special care while applying sampling techniques. Researchers should focus 

on developing algorithms which are robust in handling such skew distributions. 

g) In ensemble learning algorithms such as bagging and boosting ,there may be different level of uncertainty while 

sampling the data into bags. There may be a high probability of consisting samples from the same class within a 

single bag. The need for proper probability distribution techniques such as normal, binomial distribution can be used 

to check the balance distribution in each bag.  However, many difficulties may arise due to data distribution in each 

of the bags and also each bag may contain certain amount of noise which makes the classifier to perform poorly. So, 



efficient techniques need to be proposed in handling the size of the bags and the distribution of samples into each 

bags. 

h) Another important and yet popular challenge in class imbalance is learning from continuous data. The process of 

learning from the continuous data is called data streaming. The need for active learning algorithms to address data 

streaming issue is still at infant. The general open issue will be based on sampling the streaming data and classifying 

it.  

i) In last, extraction of efficient features and instance is also of major concern. Real time data such as bank data or 

genomic data are essentially have high-dimensional and sparse feature. The development of new approaches for high 

dimensional data is much needed, that will allow at the same time for an efficient processing and boosting 

discrimination of the minority class. Another interesting direction is to investigate the possibilities of using 

decomposition-based solutions. Note that a lot of to overcome above issues and challenges, several techniques have 

been proposed (used at during the pre-processing stage), in that, most popular one is resampling, which includes 

under-sampling and oversampling techniques. 

 

Hence, this section includes/ discusses several serious challenges available in current towards class imbalance problem/ data-

sets. Now next section will discuss several future research directions in customer churn prediction. 

 

8. Future Research Directions 

 

The growing interest and capable performance have made data mining and machine learning techniques to be potential in 

customer churn prediction. Although, comprehensive in machine learning and data mining application in customer churn 

prediction, this paper presents some insight into the challenges and future direction. Firstly, the customer churn data comes 

from various source and in large volume, efficient machine learning algorithms are required to handle unstructured and click 

stream data. Next, the nature of the data is be highly imbalance proper care to be taken to avoid the problem of losing 

information in the case of under-sampling and the overfitting problem at oversampling. Meanwhile, new technologies in big 

data can also be used and development of cloud computing and internet of things also influence the embedded analytics and 

the development of dynamic big data analytics networks. This paper aims at identifying the different sampling techniques and 

algorithms used for customer churn prediction. Once churns are identified the organization can take action for preventing the 

churns. The company can identify such churns and put efforts to retain the customers.  

 

Table 2: Churn Prediction Categories 

 

  Actual Churners Actual Non Churners 

Predicted Churners TP (True Positive) FP (False Positive) 

Predicted Non Churners FN (False Negative) TN (True Negative) 

  

Table 2 shows the churn prediction categories in the form of confusion matrix. The confusion matrix with true positive, true 

negative, false positive and false negative helps in evaluation process for the churn prediction data. The common evaluation 

metrics are accuracy, precision, recall, sensitivity, specificity, and Area Under Curve (AUC). As discussed in [34], future 

researchers/ research community should consider the following research directions (for providing solutions to imbalanced 

problems): 

a. A better understanding on the nature and structure of samples in minority classes may provide insight to the 

learning difficulties in handle it more efficiently. 

b. New methods or algorithms need to be developed for handling multi-class imbalanced datasets by taking varies 

relationships between classes into consideration. 

c. New solutions need to be proposed for multi-instance and multi-label learning for handling skewed distribution 

of data. 

d. Efficient clustering methods need to be introduced for class overlapping problems to partition the datasets and 

to select proper evaluation model in such scenarios. 

e. The deeper analysis of individual properties for each rare class may provide an intuition in handling the class 

imbalance problem in very efficient way.  

f. The effective way of handling not only structured data but also studying of unstructured and streaming data is 

needed and researcher must focus in this area. 

g. As there is huge volume of data generated using IoT and sensor devices, potential tools are needed and deep 

insight in analyzing the big data is a hot topic at present. 
 

 

Hence, we need to overcome and look forward to above discussed future research directions. This section discusses several 

future research directions with related to imbalanced data-set. Now, next section will conclude this work in brief. 

 

9. Conclusion 

 

In this paper we discussed about imbalance data problem and number of methods have been used to develop to solve the 

problem of imbalance in Customer Churn Prediction and various techniques to enhance the performance with respect to the 

class imbalance .Moreover the method is divided into three parts which is depends on their data level technique and the 



discuss about the class imbalance problem .The major challenges is the big data and the large amount of data. Previously data 

mining methods were used but those are not up to the mark with the new requirements forced by big data. Since the diversity 

and accuracy of the composed evidence big data is also pretentious by this kind of twisted circulation. So, we present the 

different techniques proposed to handle class imbalance big data at pre-processing stage. Finally, we also present the challenge 

that need to be addressed for big imbalance data. The paper review will help the scientist, researchers and useful in the new 

research track with respect to the expansion and valuation. 
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