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Abstract. In the recent decade, deep learning has taken lead over available analysis techniques. Today’s deep 

learning is used in diversified sectors like healthcare, traffic management, agriculture, etc. The expectations of 

researchers or people concerned with deep learning are very high. On another side, healthcare sector is totally 

different from other industry. It required serious attention, care of people and services (regardless of cost) 

towards patients, here issue is a matter of patient’s life. Also, this sector requires a high budget and many people 

to work in parallel, to provide efficient services to each patient. The interpretations of data in the medical field 

are vested in the hands of medical experts and this proves to be quite restrained because of the intervening 

sophistication, wide ranging varieties spread across a number of compilers, etc. The great victory of deep 

learning in real time applications has led to the creation of striking results with extreme accuracy and precision, 

hence, paving way to the spotlight in futuristic health sector applications. In this paper, we discussed state of the 

art deep learning architecture and its optimization used for medical image segmentation and classification. Also, 

this sector discusses several useful components like open issues, challenges deep learning based methods for 

medical imaging, and future research directions. 
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1. Introduction 

 

Deep learning is a developing pattern of  information investigation and has been named as one of the 10 

innovation technologies of 2013[1].The enhanced version of artificial neural network is deep learning which 

consists of more layers that allow precise predictions on data and higher abstraction levels [2]. In the current 

year, only one tool in machine learning is a current trending tool that is deep learning in imaging and computer 

vision domains. 

 

1.1 Feed-Forward Neural Networks 

 

The foundation of most deep learning models is deep feedforward networks and also known as multi-layer 

network of neurons (MLN) [3]. These model networks are known as feed forward, as the information only 

travels on input nodes, through the hidden layers (individual or multiple layers) and then through the output 

nodes. Feedback connections are not usable in MLN, so that the network output will be returned. Such networks 

are described by a combination of several basic models (sigmoid neurons). Some special cases of Feed forward 

networks are Convolution Neural Network (CNNs) and Recurrent Neural Network (RNNs) networks. The 

multi-layered neuron network contains a multitude of sigmoid neurons. MLNs are able to manage data that are 

not linearly separable. The layers between the input and output layers are referred to as invisible. The hidden 

layers are used to deal with the dynamic non-linear relationships between input and output. These networks are 

mainly used to monitor supervised machine learning activities, for which we already know the objective, that is 

to say to the outcome that we want our network to achieve and are extremely important to machine learning and 

form the foundation to a wide range of commercial applications. The role of these networks has been greatly 

affected by areas such as Computer vision and Natural Language Processing (NLP). 

 

1.2 Convolution Neural Networks 

 

The development in deep-learning computer vision has been developed and improved over time, mainly through 

a specific algorithm, i.e., a Convolution neural network. Another type of neural network is Convolution Neural 
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Network (CNN) [4] which is used by machines to picturize things and perform image classification, image 

recognition, object detection and instance segmentation tasks are some of the most common areas of CNN use. 

We have a set of inputs for our convolution operations, and based on all previous outputs and weight, we 

determine the value of the present input. The CNN (ConvNet / CNN) is a Deep Learning algorithm that allows 

an image to be entered, assigns the importance to various aspects / objects in the image (learnable weights and 

biases) and can distinguish between one aspect and the other. The required pre-processing in a ConvNet is 

considerably lower in other classification algorithms. While hand-made filters with sufficient training are 

manufactured in primitive methods, ConvNets are able to learn these filters. ConvNet's structure is identical to 

the communication pattern of neurons in the Human brain, influenced by Visual Cortex organization. In a 

restricted area of the visual field only, individual neurons respond to stimuli, known as the receptive field. The 

entire visual area is covered by a collection of such fields. With the application of the appropriate filters, a 

ConvNet can successfully capture the spatial and temporal dependence of an object. The network can be 

equipped to better comprehend object complexity. The ConvNet's role is to reduce images in a more easily 

processable form without losing features critical to good prediction. This is critical when designing an 

architecture that is not just good in learning but can also be scaled to large datasets. 

 

1.3 Deep Models [5]  

 

Deep learning has shown its power and has stood up to be one of the nascent fields of growth across a number 

of fields. It’s is of utmost important for every person who is new to this field to grab and conceptualize the true 

essence of Deep Learning and its other models. Itmainly include controlled and uncontrolled models. The 

supervised models are moulded by the examples of some data sets while the un-supervised models are bestowed 

with input data alone and don’t posses any particular results from which they can learn. Supervised models 

possess regression and classification task and develop a formula for the same while unsupervised models are 

often exposed to gathering and association rules. Classic neural networks (multi-layer perceptions), 

Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNNs) come under supervised models and 

un-supervised models include Self-Organizing Maps (SOMS), Boltzmann machines, auto encoders, etc. 

Hence, the remaining part of this work is organized as follows: 

 Section 2 discusses work related to medical image recognition, detection, etc., in the previous decade 

etc. 

 Section 3 discusses our motivation behind writing this work (i.e., on medical related sectors/ 

applications). 

 Section 4 discusses Medical Image Detection and Recognition  

 Section 5 explains about Medical Image Segmentation in detail. 

 Section 6 discusses a Medical Image Registration 

 Section 6 discusses about computer Aided Diagnosis and Disease Quantification in detail. 

 Section 8 discusses various tools and methods existing/ available for Deep Learning for medical 

applications. 

 Section 9 discusses various open research issues, challenges faced in Medical care/ medical imaging 

and opportunities for future as including research directions. 

 Finally, section 10 concludes this work with various research gaps and future enhancements. 

Hence in this work, our main goal is to fill many identified research gaps in current era through providing an 

effective literature on medical image recognition research and its related areas. 

 

2. Related Work  

 

This work joins the information on big data and machine learning, and applies the simple algorithms of machine 

learning to take care of the issues of medicinal big data, for example, huge amount of information, wide 

multifaceted nature and difficulty in maintenance. It allows doctors to improve patient treatment by accurate 

assessment and forecasting accurately [6]. When we take an insight into the supervision of medical images, 

CAD (Computer-aided detection) takes the prime spot and it is highly beneficial to Deep Learning. Candidate 

lesions are found in the standard approach to CAD [7] either through supervised methods or by traditional image 

processing methods such as filtering and computational morphology. Candidate Lesions are generally 

fragmented and feature large handcrafted techniques. Classifiers are essential to spot the vectors and to check 

the authenticity of the lesion. Deep Learning can be directly implemented by deploying it to train CNN 

functioning on certain image patches dotted on the candidate lesion. This method is used by many publications 

and prominent one is Setio et al., [8]. They haveinvolved the combination of pulmonary nodules which were 

created earlier on 3D chest CT scans and then separating the 2D patches into nine different routes, Each of these 

candidates acquire a unique combination of CNNs. There is a slight improvement in contrast to the classic CAD 

system previously published for the same job. Rothetal. [9], CNNs were used to improve the three existing CAD 



 

detection systems for sclerotic spine metastases on body CT, colonic polyps on CT colonography, and CT body 

lymph nodes. They also used previously developed candidate detectors and 2D patches in three directional 

orthogonal, and up to 100 random rotated viewing systems. CNNs were used for enhanced CT detection. CNN 

projections on these 2.5D visions are then aggregated in order to achieve more accuracy benefit. The randomly 

rotated 2.5D views are a way of representing a de-compositional image from the original 3D data. On these 

2.5D views, the CNN forecasts are then aggregated for further precision gains. In all three CAD systems using 

CNNs, the tolerance for lesion detection increased by 13 – 34 percent, indicating that the solution was general 

and observable. It was almost impossible to improve this size by using non-deep classifiers such as support 

vector machines committee. 

Further, Dou et al. [9] detected susceptibility weighted cerebral microbleed scans by MRI. They use 3D 

CNNs, replacing a two-stage approach to detect candidates with a CNN. In comparison to several classical and 

2D literature strategies that have been re-implemented and trained and evaluated by the researchers on the same 

dataset, they show improved results for their 3D CNN. Sirinukunwattana et al. [11], in his path of logical images 

identified and listed nuclei. Instead of determining if the core pixel of the patch was a cell nucleus, they model 

the production as the high peak close to the centre of each nucleus and elsewhere.  They implement the usage of 

a CNN which acquires minute patches as the input. Along with this, they incorporate a merger of super facing 

these patches in the test phase, thus resulting in spatially constrained CNN which creates enhances results in 

comparison to the previous approaches. Furthermore, this constrained CNN leads to improved solutions which 

often underlies the CNNs and the traditional technique-based approach. In [12], Anthimopoulos et al. emphasis 

on identifying interstitial lung disease patterns from 2D chest CT scanning patches. They are one of three 

gatherings in this issue [13] and [14] by using public dataset from [15]. We train a CNN to identify 32-32-pixel 

patches into one of seven categories and report higher accuracy than three previously published methods using 

hand-crafted features. The subject of concern is also lesion detection in several other articles of this issue, but 

the focus of those papers is wider or zooms on particular methodological issues.  

 

3. Motivation  

 

In current era, many learning algorithms or discovery tools are available to refine data. These tools extract 

useful value or info ration form a large number of data/ billions of maples. Numerous data mining techniques or 

statistical testing approaches can be taken into account and implemented for the monitoring and supervision of 

reproducibility issues. In the previous decade, it was relay a difficult task to extract this large amount of data. 

But, today due to technological advancements and shifting of people   towards smart era/use of smart devices, 

more and more data is generating every-day. To extract useful data, for curing diseases and saving lives of 

maximum people, we start to work on efficient learning techniques, which are used by many research groups 

and communities worldwide. 

Deep learning is one of popular learning techniques and being used in many applications, especially in 

healthcare or bio-medical imagingFor example, we have MRI, CT-Scan, etc., here deep learning can be useful to 

predict diseases previously, i.e., chance of occurring/ possibility based on probability (in near future) or can 

provide prefect (optimal) solution based on its refining process (i.e., by hidden layers). Hence, keeping such 

things in our mind and saving as many lives is our primary aim, so we choose this area and topic to write our 

thoughts. In this paper we will discuss topics like medical image detection and recognition, medical image 

segmentation, medical image registration, computer aided diagnosis and disease quantification, open-source 

tools, models/ algorithms available for deep learning for medical applications/ bio-medical applications today 

with including several opportunities for future researchers, etc. 

 

4. Medical Image Detection and Recognition  

 

The process of identifying the elements in medical image are image detection and recognition. The pictures are 

volumetric in many situations and effective parsing is therefore a must. A common strategy used in this case 

involves marginal space learning [16], the main reason being its efficiency and quick detection and spotting of 

organs. It’s very close to Deep Learning [17] and is highly robust and efficient as it has its probable boosting 

trees replaced with network neural boost cascade. Nevertheless, it is important to process the entire volume in 

order to detect anatomical structures with reliability. [17] Drives even more productivity by replacing the search 

process with an artificial agent that uses deep reinforcement learning to identify anatomical points of interest. 

The approach can detect hundreds of landmarks in just a few seconds in a full CT range. 

Further, Bier et al. [18] proposed an interesting method by which anatomical landmarks were detected 

in 2-D X-ray screenings. They use a deep network to train 3D-annotated landmarks in projection-invariant 

feature descriptors. The so-called region-proposal neural networks are another popular detection method. 

Tumours in mammographic images are identified accurately by the method in [19]. 



 

The identification and recognition are also used in many other ways and a wide range of literature is available. 

We are reporting only two additional applications here. In histology, cell detection and classification are 

important tasks that are explained by Aubreville et al. [20] are tackling through directed networks of spatial 

transformers that allow the detection to be refined prior to actual classification. This technique benefits from the 

role of mitosis classification, for other image classification tasks, convolutional neural networks are very 

efficient. In [21] their job is to identify images automatically in confocal laser-endoscopy which contains motion 

artifacts.  

 

5. Medical Image Segmentation 

 

Image segmentation is incredibly profited by the ongoing improvements in deep learning. Image segmentation 

involves the determination of contoured organs or other structures with at most precision and finesse. Here, we 

put forth the reports of Holger Roth's Deeporgan [22], the brain MR segmentation CNN by Moeskops et al. 

[23], a complete convolutional multi-vitality 3-D U-net introduced by Chen et al. [24], and Breininger et al.[25] 

stated U-net based stent segmentation in X-ray projection domain as envoy example. In [26] shown 

segmentation using deep convolutional networks works in 2-D for histopathologic images. Fu et al. [27] are 

followed a concept by mapping a neural network from Frangi vesselness. This shows that they can change 

kernels for the specific vessel segmentation function of ophthalmic fundus imaging in the first step of the 

algorithm. Segmentation algorithms used by RNN for image segmentation in medical field demand attention. In 

[28] poudel et al. proved this for recurrent fully CNN on multi-slice MRI cardiac data, the another author 

andermatt et al. proved the efficiency of GRUs for brain segmentation [29].  

 

 
 

Figure 1. Detection and Segmentation [17, 18 and 25]. 

 

In figure 1, the left side demonstrates the identification of artificial agent monuments after Ghesu et al. [17], 

Bier et al. [18] shows X-ray transform-invariant landmark detection. Breininger et al. [25] on the right side is 

the U-net-based segmentation of the stent. Note that the authors [17, 18 and 25] are permitted to reproduce 

the images. 

 

6. Medical Image Registration 

 

While most of the perceptive tasks of image detection and classification have gained great attention in terms of 

deep learning applications, the registration of images has not yet seen this large increase. There are many 

interesting works in the literature that show clearly that many opportunities exist as well. One common issue 

with point-based registration is to identify good feature descriptors that can correctly identify the points. Wu et 

al. are proposing to use auto encoders to mine in unsupervised way have good features [30]. Schaffert et al. [31] 

push this further and use the registration metric as a loss function to learn good functionality. The 3D-pose 

estimate directly from 2-D point features [32] is another method for addressing 2-D/3-D registration problems. 

Definitions of deep learning methods can also be found for full volumetric registration. The quicksilver 

algorithm can model a deformatable registration and directly from the image appearance uses a patch-specific 

prediction [33]. Another approach in modelling is  the registration issue as an agent- and enhancer learning 

control problem. For comprehensive registration, Liao et al. proposes to do this in aligning all quantities, 

predicting the next optimum movement [34]. So method also can be extended with a numerical deformation 

model for non-rigid registration [35]. In this scenario, movements are in the deformation model vector space. 

For instance, also point-based registration issues are applicable to agent-based approaches. Zhong et al. prove 

this with imitation learning for intraoperative brain shifts [36]. 

 

7. Computer Aided Diagnosis and Disease Quantification 

 



 

One of the biggest issues in medical image processing is diagnoses in computer-aided diagnosis. Here, we not 

just act to quantify evidence for diagnosis in a supportive role. Rather, it is necessary to predict the diagnosis 

itself. Decisions must therefore be made very carefully and decisions must be reliable. The analysis of 

chest radio-graphs includes a large amount of radiological work which is routinely performed. Reliable support 

is therefore highly desirable to prevent human error. Diamant et al. use transfer learning techniques in [37] to 

provide an example of this. In the reading of volumetric optical coherence tomography data, ophthalmologists 

are charged with a similar workload. Google's Deep Mind recently suggested to help the referral decision 

process [38]. Many other studies have been found here, including automated cancer assessment in confocal laser 

endoscopy of the head and neck tissue [39], deep learning for mammograms [40], and skin cancer identification 

[41]. 

 

8. Open-Source Tools, Models/ Algorithms Available for Deep Learning for Medical Applications 

 

These artificial intelligence technologies push your deep learning to next level. Here is a list of 8 best open 

source AI technologies that you can use to take your deep learning projects to the next level [42]. These tools 

are included here as: 

a) TensorFlow: TensorFlow is an open source training application that was initially released in 2015 and 

can now be widely used and implemented across a number of platforms. It is one of the most popular 

and commonly used deep learning framework. Google has developed Tensor-flow to support research 

and production goals, and several companies, including Dropbox, eBay, Intel, Twitter, and Uber, are 

now widely using it. In Python, C++, Haskell, Java, Go, Rust and JavaScript, TensorFlow is available. 

Packages for third-party programming languages are also available. The system allows you to use 

flowgraphs to build neural networks (and even other software templates). 

b) Caffe/Caffe2: Feedforward network open source and suitable for image processing.  

c) Theano: Open Source is made up of most sophisticated neural networks that came into existence in 2007 

at the Numerical University of Montreal. 

d) Pytorch: Open source deep learning framework, which was originally developed at the New York 

University in 2002. Facebook and Twitter are commonly used. Ideal for convnets and a rich RNN 

package. 

e) CNTK: it is an open source tool. Cognitive toolkit from Microsoft, and recognized in the speech culture. 

f) Google Cloud machine learning platform: Allow the use of TensorFlow in Google Cloud Platform to 

build and train machine learning models.it is a commercial tool. 

g) Amazon machine learning: It is a commercial tool. Cloud-based use of machine learning technology 

services for users. 

h) Microsoft Azure: Machine learning library.it is a commercial tool. 

i) IBM Watson analytics: It is a commercial tool. Cloud-based data exploration, visualization and 

predictive analysis of machine learning tool. 

 

The most popular deep learning models are explained below [5]: 

 

Classic Neural Networks: It is also known as multi-layer perceptions. American psychologist Frank Rosenblatt 

designed the model of perceptron in 1958. Its singular nature enables it to adapt through a series of inputs to 

basic binary patterns, simulating the learning patterns of a human-brain. The classical neural network design 

consists of more than two layers (refer figure 2). 

  

 
    Figure 2: Classic neural network 

 



 

Convolutional Neural Networks (CNNs):In order to deal with a greater degree of complicity around pre-

processing and information computation, a more sophisticated version of classic artificial neural networks is 

built up using  convolutional neural network. CNNs have been developed for image data and could be the most 

powerful and scalable image classification problem template. CNNs have not been especially developed to use 

non-image data, but with non-image data they can also produce astonishing results. There are four components 

to create the CNN after you have imported your data into the model: 

a) Convolution: a process by which maps from our input data are formed. The filter maps are then used 

with a function. 

b) Max-Pooling: helps our CNN to detect a picture when updated.  

c) Flattening: CNN can read the data flattening in an array.  

d) Full connection: the secret layer that measures our design loss function. 

 

Recurrent Neural Networks (RNNs): Recurrent Neural Networks (RNNs) for predicting sequences have been 

developed. LSTM (Long short-term memory) is a common RNN algorithm, with many possible applications: 

a) One by one: one entry mapped to one exit. For example-Classification of Image  

b) One to many: one input mapped to an output set. For example-Image subtitling,  

c) Many in one: The input sequence generates a single image. For example-Sentiment Analysis (multiple 

words binary output)  

d) Many to many: a sequence of inputs generates an output sequence. For example: Video classification 

(division of the video into frames and labeling of each frame separately). 

 

Self-organizing Maps: The self-organizing maps or SOMs function with unsupervised data and typically help 

to reduce dimensionality (reduces the model's number of random variables).For a map of its own structure, the 

output dimension is always 2-dimensional. Therefore, the output is reduced to two dimensions if we have more 

than 2 input features. They are assigned weight for each synapse that connects the input and output nodes. 

Therefore, the representation in the model competes for each data point. The closest node is the BMU, and the 

SOM changes its weight to get closer to the BMU.As the model progresses the BMU neighbours continue to 

decline. The nearer a node to BMU, the greater its weight. 

 

Boltzmann machines: One aspect is similar in the four models discussed above. Such models work to some 

degree. Even if SOMs are unsupervised, they continue to work as directed models in a specific direction. By 

address, I mean: Input- Hidden Layer -Output. By way of direction. The Boltzmann machines do not follow a 

specific direction. In a circular hyperspace, all nodes are connected to each other, as in the image. In addition to 

working with defined input parameters, a Boltzmann machine can generate all models’ parameters. This model 

is called stochastic and varies from all the above-mentioned deterministic models. The Boltzmann Restricted 

Machines are more convenient. 

 

AutoEncoders: Autoencoders work with automatic encoding of input-based information  based onactivation 

function and then with output decoding. The input features are condensed in smaller categories by a kind of 

bottleneck. So the autoencoder model defines and leverages the data to achieve the output, if some inherent 

structure exists within the data. 

 

Types of AutoEncoders: 

 

Few types of AutoEncoders discussed here in brief as: 

 Sparse AutoEncoders: Sparse autoencoders have nodes that are hidden larger than input nodes. They 

are still able to discover important data features. A generic sparse autoencoder is displayed where a 

node's obscurity matches the activation level. 

 Denoising AutoEncoders: By adding some noise, Denoising autoencoders create a corrupted copy of 

the data. It helps to avoid copying the input to the output by the autoencoders without knowing about 

the information. Autoencoders of this type was take up a slightly tarnished input during training 

sessions to retrieve the authentic input. Thus, the model grasps a vector field which is suitable for 

mapping the received data into a reduced dimensional manifold, thus describing the natural data to 

eradicate external noises. 

 Contractive AutoEncoders: The main aim of a contractive autoencoder is to possess a stable, well 

trained representation which is very insensitive towards small data variations. The robust nature of 

data representation is achieved by imposing a penalty sanction to the loss function. Contractive 

autoencoder is a better choice to practice useful feature extraction than denoising autoencoder. This 

model learns an encoding that has identical encoding inputs. We are therefore pushing the design to 

learn how to compact an input quarter into a smaller output portion. 



 

 Stacked AutoEncoders: A neural network consisting of many layers of sparse autoencoders where 

each hidden layer's output is connected to the next hidden layer's input. 

 

Deep Belief Network 

 

Deep Belief Network (DBN) is a Probabilistic Deep learning algorithm that is un-supervised. DBN is a 

profound neural network category consisting of a multiple layer of both directed and non-directed edges of a 

graphic model. It is made up of various layers of secret units where each layer is connected to each other but 

units are not connected. It is a stack of Autoencoders or Restricted Boltzmann Machine (RBM). 

 

9. Issues, Challenges and Opportunities Towards Deep Learning in Medical Applications 

 

Despite successful results achieved through deep learning architectures, the clinical application of deep learning 

in health care remains a number of unresolved challenges. They stress the following key issues in particular 

[43]: 

 

Table 1: Open Challenges Towards Deep Learning in Medical Applications 

S.No Challenges Description 

1 Data Volume Deep learning refers to a group of computational models which are highly intensive. A  very popular 

example is the completely interlinked neural multilayer networks which embodies numerous parameters for 

precise calculations. A great deal of data is available to achieve this goal. In addition, while the minimum of 

training materials are not tough to direct, here is a general rule that at least ten times the number of samples 

as network parameter. This is also one cause for the success of deep learning in the fields that collect large 

volumes of data (e.g. computer vision, speech, natural language) easily. Healthcare is however a different 

area; we currently have around 7.5 billion people worldwide, with most of them having access to primary 

health care (as of September 2016). Therefore, we probably still won't have as many patients as we want to 

develop an integrated deep learning model. Therefore, it is much more complex to understand disease and its 

complexity than other activities, like the identification of objects or speech recognition. In consequence, the 

amount of medical data necessary to train an efficient and robust deep learning model would be considerably 

more than in other media from the perspective of big data. 

 

2 Data Quality Generally, in all domains the data will be clean and well-structured. But, in healthcare domain the data is 

extremely miscellaneous, not-cleared, noisy and in complete. An efficient and superior Deep Learning 

model with huge and varied data sheets are to be trained and moulded while considering the plausible threats 

like data sparsity, redundancy and the lack of values  

3 Temporality 

 

In the course of time, the diseases continue to evolve and improve. However, numerous present-day deep 

learning models which are even present in the medical arena, do possess static vector-based inputs which 

generally do not control the time parameter. Creation o Deep Learning perspectives which can tolerate 

temporal health care data is a necessity which calls for the creation of new solutions. 

 

4 Domain 

complexity 

In contrast, the issues in biomedicine and health care are more complex than in other fields of practice (e.g. 

image and speech analysis). The diseases are extremely heterogeneous, and for most diseases, their origins 

and development are still not fully known. In fact, in a realistic medical setting, the number of patients is 

generally limited and we can not request as many patients as we want. 

5 Interoprebility Although in a number of application domains deep learning models have been successful, they are 

sometimes considered as black boxes. In other deterministic areas (for the end user can objectively validate 

the tags assigned to the images), it may not be an problem, however, but it is important not only in health 

care for quantitative algorithms performance, but also the reason the algorithms work. In fact, such model 

interpretability (i.e., which phenotypes drive the prediction) is critical to convince physicians of the actions 

the prediction system recommends. 

 

 

These issues put forward a number of chances for betterment and upcoming research ideas and methodologies. 

Keeping these in mind, we pin point the following paths which are likely to guarantee the future of deep 

learning in the medical sector. 

 

 

 

 

 

 

 



 

Table 2: Future Research Opportunities Towards Deep Learning in Medical Applications 

S.No Opportunities Description 

1 Feature enrichment We will accumulate all possible features so as to spot and discover novel techniques processing, 

given the limited number of patients worldwide. Data sources to generate these features must 

contain, and must not be restricted to, wearable devices, environments, online surveys, online 

community, genome profiles, omic data such as proteoms (such as social media information 

reported on patients for pharmacovigilance [44-45]). Successful incorporation of highly dispersed 

data and getting a knack of using it the right way in Deep Learning is an extremely important focus 

point from the research aspect.  

2 Federated inference Each hospital has a patient population of its own. Developing deep learning models with the help of 

patients from a number of spots while assuring safety and security of their identity and information 

is a critical issue. As a consequence, training deep models securely in this federated environment 

will be another important research subject interfacing with other mathematical domains, such as 

cryptography (e.g. homomorphic encryption [46] and secure multiparty computing [47]). 

3 Model privacy It is even more challenging to preserve the privacy of deep learning models, as there are more 

parameters to be protected and several recent works have pushed the fronts in this area [ 48–49]. 

Nevertheless, taking into account all personal information likely to be handled by deep models in 

clinical applications, the implementation of smart technologies for next-generation health care 

needs to consider these risks and try to implement a differential privacy norm. 

4 Incorporating expert 

knowledge 

Taking into account a majority of the personal details and data which are likely to be configured by 

deep models in   clinical approaches, the implementation of smart tools for futuristic health care 

requirements to account for these risks and try out a varied standard for privacy. Semi-supervised 

learning, a perfect method for learning from huge quantities of unlabelled samples with only a few 

labelled ones is likely to possess greater strength due to its capacity to handle both labelled and 

unlabelled samples [45]. 

5 Temporal modelling Knowing that the parameter of  time is an important factor in majority of the health-care issues, 

especially in those which involve EHRs and supervision of devices, training time-linked deep 

learning model  which is highly important for the better outlook of the patients conditions. 

Temporary deep learning is therefore key to solving problems of health care. To this end, we expect 

RNNs as well as memory-coupled architectures (for example [50]) and attention mechanisms (for 

example [10]) to play the most major role in improving deep clinical architecture. 

 

 

Thus, this elucidation opens up numerous challenging tasks and an ocean of opportunities with Deep Learning 

in the medical sector (table 1 and table 2). Now, next section will conclude this work in brief with including 

some interesting research gaps for future researchers. 

 

10. Conclusion  

 

Today’s due to recent development of technology, many changes have been seen in current era. Big data is 

popular one in among all game – changing technologies/ concepts. As narrated in this paper, Big Data is the new 

oil for many sectors. Especially for e-healthcare, big data is helping a lot, i.e., in determining useful and 

productive decision for curing disease in early stages. Moreover of this sensitive applications, today’s big data 

has more potential/ power to impact many other sectors from social science to political science, from financial 

industry to business, from medical science to public health, from health care to genetics, and from personalized 

medicine to patient/custom-centered outcomes. As future, deep learning can be use in previously mentioned 

listed applications. The emerging field of Big Data science provides new opportunities to us like biomedical 

data science, etc., but these enhancements come with many challenges in all fields. For example, in biomedical 

and health science fields, which make improved understanding of human life, health, diseases, and behaviour 

possible, are facing issues like not having efficient tools/ methods to analysis this big data, also security of 

user’s personal information and leaking of user’s privacy are few names listed here. But, it is sure that big data 

has involved various levels of human life: individuals to community, and industrial to university to government. 

Hence, as summary of this paper/ article, we used many useful articles that are representative of a line of work; 

this helps us provide a critical analysis of challenges, i.e., preparing table 1 and 2.  

  In this work, we have discussed several challenges which have not been identified in the past by previous 

researchers (all issues together) towards bio-medical imaging, including the lack of long-term confidentiality 

protection, the over-reliance on non-collusion assumptions, the challenges presented by making strong data 

representations assumptions, as well as the lack of solutions applicable to current medical image detection, 

recognition, and segmentation. Also, we discussed several open-source tools, models/ algorithms which are 

available for deep learning for medical applications/ bio-medical applications today with including several 

opportunities for future researchers. This work will be more useful to our future readers (with a straightforward 



 

manner) in the future, for example, to assess progress in the field, also for many research communities as a 

guideline for future work. 
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