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Abstract. Edge computing has opened the door to a wide 

range of opportunities in the field of crowdsensing. Pro-

cessing that happens close to the end devices has many ad-

vantages over those that take place at the cloud, such as 

lower latency and near real-time computation. However, re-

search on the reliability of edge-computing paradigms is im-

portant if we wish to maintain the Quality of Service (QoS). 

This paper aims to review research studies that emphasize 

reliability in edge-computing architectures. We will discuss 

various approaches that researchers have taken to tackle re-

silience in Internet of Things (IoT) networks. Thus, we will 

be able to gauge the status of IoT reliability research. We 

have divided the research studies based on the approach 

taken by researchers in proposing suitable models. The ma-

jority of literature analyzes networks based on layers, such 

as edge, fog, cloud, etc. These proposed architectures can 

support edge-computing practices. Crowdsensing can utilize 

reliable edge-computing architectures to develop improved 

systems and procedures. Studies on reliability are crucial 

since edge-computing architectures have found applications 

in mission-critical areas such as healthcare. Reliability stud-

ies is also important for the manufacture of energy-efficient 

systems. This is because if a system has a reliable design, then 

less time will be spent on its maintenance. Hence, the appli-

cations of this study are not limited to crowdsensing. 
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I. INTRODUCTION 

Typical IoT architecture requires a network of mainly three 
components – sensors, devices and servers [1]. Sensors are 
responsible for collecting data from the environment. The 
data is then sent to connected devices, which in turn sends it 
to the server where it is processed. Crowdsensing implements 
similar networks, on a larger scale. It depends on data sensed 
from ‘the crowd’ which often includes an entire neighbor-
hood or a city. However, the three segments are typically far 
away from each other, with servers being the furthest. The 
rise of edge computing as an alternative to cloud computing 
aimed to bring these three components closer, which was 
achieved by doing computation near the sensors, or at the 
‘edge’. Today, crowdsensing technology applies the existing 
edge-computing knowledge. Therefore, many researchers 
have been working to improve the edge-computing methods. 

Edge computing has many benefits, the most significant of 
these is the lower latency of communication. 

 

Cloud computing necessitated the transfer of data from the 
end-devices to the cloud, where analysis and computation 
could be done. With edge computing, the processing is done 
faster, and only the computation that the edge network is in-
capable of completing is sent to the cloud servers. There are 
many applications where we simply do not have the time for 
cloud computation, and where we rather need results in real-
time. An example of this is space exploration. The sensors 
that detect abnormalities in a spacecraft’s trajectory must im-
mediately rectify them by an appropriate response, or else the 
effect could be catastrophic. Such applications are called 
‘mission-critical’ applications. When IoT applications are af-
fected by the delay caused to transfer data, edge computing 
offers a good workaround. 

Manufacturers, regardless of their product, must ensure 
that their product is reliable. This is because reliability is a 
measure of the quality of a product [2]. Similarly, if any sys-
tem that is concerned with having a high Quality of Service 
(QoS) must include the reliability of its system as a topmost 
priority [2]. For a particular application to meet an expected 
QoS requirement, it is crucial to make the right choice of ar-
chitecture. Edge computing architecture poses unique chal-
lenges to manufacturers. They must be kept reliant even if 
they possess lesser computational capability than the cloud 
infrastructure. In case if there is a security failure at the cloud 
level, the exploitation of the edge layer must be prevented [3]. 
Thus, it is important to analyze and research reliable edge-
computing architectures.  

The importance of reliable IoT networks has grown since 
IoT has found application in such mission-critical processes 
[4]. These scenarios require both low latency and high avail-
ability. IoT devices themselves have been developing 
quickly, propelled by the prediction of Moore’s Law [4]. It 
has allowed for the manufacturing of smaller and more effi-
cient components of IoT networks. IoT devices can today be 
used in a wide variety of areas, such as smart cities and 
homes, but can also constitute domain-independent services, 
such as data analytics [5]. But edge-computing is not without 
problems. The major issues of concern were related to pri-
vacy, and changing contexts. This is because most of today’s 
crowdsensing application is based on user-owned devices. 
This serves as an alternative to explicit large-scale IoT device 
deployment. 

The increase in popularity of mobile crowdsensing can 
also be partly due to the sudden increase in the number of 
mobile devices in the environment. In the past, mobile 
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crowdsensing had to be implemented by distributing mobile 
devices to participants who took part in the experiment. To-
day, research on mobile crowdsensing can be done using per-
sonally owned mobile devices. This greatly reduces the cost, 
since the manufacturing of end IoT devices is no longer re-
quired. Hence, they can be replacements for the sensors in 
Wireless Sensor Networks (WSN) [6]. There are two types of 
problems associated with mobile computing – system faults 
or user faults. System faults can be corrected by a certain re-
liable architecture being chosen. The majority of the paper 
will discuss these architectures, finally we through some light 
on user faults.  

This paper attempts to discuss reliable edge-computing ar-
chitectures and is organized in the following manner. Section 
II reviews the current literature behind the concepts of relia-
bility and fault-tolerance. Layer-based architectures are dis-
cussed in Section III. In Section IV we will analyze the other 
network architectures that aim to be reliable by grouping 
them into broad subcategories. In Section V, we will discuss 
the current research in the domain of reliable mobile 
crowdsensing. In Section VI, we will describe the limitations 
of this review, as well as outline the scope of future research. 
Finally, we will conclude this paper with a few implications 
of this study. 

II. RELATED WORK 
 

A.  Reliability 

Studies in Reliability first found their use in failure predic-
tion, when it became important to determine when a piece of 
equipment would cease operating [7]. The different notions 
of reliability are discussed in [8]. That reliability guarantees 
robustness when faced with an error is called the ‘classical 
notion.’ This classical notion implies that high reliability will 
be compensated by increased delays present in the network. 
The methods proposed in [8] to ensure high reliability were 
multi-connectivity, task replication, federated machine learn-
ing, and extreme event control. The other notion is concern-
ing a correct result being produced within a time-bound, 
which is as discussed in [9].  

Reliability in [1] was brought about by the replication of 
data on the edge of the network. [11] has classified two types 
of replication strategies, viz. active replication, and passive 
replication. Active replication involves the continuous execu-
tion of a process concurrently by different parts of the net-
work. However, in passive replication, a process is executed 
only by the main component, while the other components 
wait for a failure to occur before being utilized. This method 
is slower but takes less processing resources during execu-
tion. Today, reliability is considered to be an important re-
quirement in almost every field and is closely linked to fault-
tolerance, which is discussed next. 

B. Fault Tolerance 

According to [12], fault tolerance is one of the three major 
strategies for dealing with faults. The other two are fault cor-
rection and fault avoidance. In a study of the current research 
of fault-tolerant IoT, [11] has arrived at many important con-
clusions. Much of the research conducted in the field of cloud 
security extends into the fog and cloud realm. Secondly, the 
measure of distribution, collaboration, and intelligence of and 

between components in a network had a great impact on the 
resilience of the system. According to [10] a partially operat-
ing fault tolerance mechanism can prevent a system from 
shutting after a failure, and instead cause it to run at a lower 
capacity than before. 

Fault tolerance can be broadly classified into two main cat-
egories – reactive fault tolerance and proactive fault tolerance 
[9]. Reactive fault tolerance takes place when a failure occurs 
and the system ‘reacts’ to minimize the damage caused. There 
are many methods of reactive fault tolerance, such as check-
pointing, replication, etc. In [1] fault tolerance was brought 
about by redirection. When a failure was encountered, the 
server is redirected in the most efficient way possible in the 
given network hierarchy. This process needs to be done auto-
matically, without the requirement of user instruction. [9] 
Proactive Fault Tolerance implies that the system predicts the 
faults and acts ‘proactively’ to replace components deemed 
as suspicious. Proactive fault tolerance methods include 
preemptive migration and self-healing. As suggested in [1], 
one way of achieving fault tolerance is to deploy architectures 
that are capable of self-management, giving itself an ‘intelli-
gence’. 

We must bring reliability and fault tolerance to the fog 
layer of the services. [13]. This is because the fog layer is 
vulnerable, since it may not enjoy strong protection available 
to the cloud layer. Thus, failures can be caused by an unusual 
load, whether that extra burden is brought about legally (Big 
Data) or illegally (DDoS Attacks) [13]. There are many vul-
nerabilities in IoT [11], based on different components of the 
network being missed or malfunctioning. IoT devices are 
usually powered by a battery and are wireless, and are con-
stantly witnessing new services. All the features increase the 
complexity of designing a fault-tolerant and reliable IoT ar-
chitecture. Nevertheless, many researchers have proposed 
different architectures for reliable IoT architecture, which are 
discussed in the subsequent section. 

III. LAYER-BASED ARCHITECTURAL 
APPROACH 

In a survey of the different IoT architectural patterns for fault-
tolerance in [11], it was found that the favorite among re-
searchers was the layered architecture. This was followed by 
the cloud-based architecture. In [12], the authors discuss that 
a multi-level configuration is essential in a robust application. 
Some of the researchers describe what is called a ‘fog’ layer. 
It was in 2012 that Cisco introduced the concept of fog com-
puting. [4]. Though often confused with, fog and edge com-
puting are distinct, as discussed in [13]. Fog computing im-
plies that processing is brought down to the LAN level of the 
network, therefore intelligence is close to the ground, like a 
fog. It refers to a level in between the edge (devices) and the 
cloud (server). Edge computing gives smart devices them-
selves the computational power required to process data. 
Edge computing sought to utilize the infrastructure present at 
the edge of the network for computational and storage pro-
cesses [14]. 

The architecture in [1] proposed a four-layer approach, 
i.e., Cloud-fog-mist-dew. The dew layer is comprised of the 
actual IoT devices. Any computation that happens at this 
layer took place to produce outputs that were required by the 
application in real-time. The mist layer, also known as the 



roof layer, consists of a server close to the IoT layer. The fog 
layer bridges the gap between the cloud and mist layers. The 
authors in [1] say that in the real world, these servers are 
likely to be deployed by an ISP, but can also exist separately 
in a network. The computation ability is greatest in the cloud 
layer, which may hold the actual data and operational centers. 
[4] also acknowledges how correct results can be obtained in 
reduced time if we use multiple layers in each part of the ar-
chitecture. Each layer can give intermediate results in the pro-
cess of error detection, with different stages completed at sub-
sequent layers.  

A four-level approach is proposed in [15]. These levels are 
– Embedded layer, multi-server layer, the core layer, and 
cloud layer. The embedded layer consists of sensors that are 
deployed in the environment for a particular function. The 
second later is where services are available, similar to the 
‘fog’ layer that other researchers have talked about. The core 
layer is where various technologies and requirements are 
checked to verify Quality of Service (QoS). The resource-
heavy computations, such as storage of data across a long 
timeline, are done at the cloud layer. This architecture used 
containers for integration and was implemented using a 
Mininet emulation tool. However, as discussed in [12], inter-
dependency among containers may cause some issues in the 
application, and this also needs to be taken care of.  

Some researchers have surveyed architectures of a partic-
ular layer configuration, which others have focused their 
study on one particular layer. [13], in their survey, surveyed 
a three-layer approach- edge, fog, and cloud. A fault-tolerant 
session layer has been proposed in [16]. Though TCP is the 
most popular communication protocol, it does have some 
limitations. In case of a failure, the endpoints may not be able 
to determine whether a message has reached a destination, 
due to which the reliability is insufficient to coordinate peer-
dependent processes. The proposed layer in [16] can track 
messages being sent, allowing it to roll back in the event of a 
failure. A consensus protocol proposed in [14] is further dis-
cussed in subsequent sections.  

The fault-tolerant architecture in [14] proposed 3 layers, 
viz. devices layer, edge layer, and a cloud layer. The device 
layer consists of mobile devices which handle application re-
quests. The nodes present in the edge layer are responsible 
for the computation of certain processes. Finally, cloud ser-
vices are provided at the cloud layer. Like in this case, the use 
of mobile phones in crowdsensing architecture has opened 
new avenues of research. Many researchers have begun 
working on architectures for crowdsensing that focus on en-
forcing the privacy of the users. However, these can only be 
implemented if there exists a reliable architecture on which 
to do so. This architecture must be able to operate even in 
hostile environments. 

IV. OTHER ARCHITECTURAL APPROACHES 
 

A. Special Components 

The architecture as proposed by [4] prevents IoT applications 
from accessing devices directly. Instead, the IoT applications 
access virtual devices, called ‘shadow devices. The very use 
of shadow devices implies that recovery is needed in case of 
any interference with the physical device. When recovery is 
required, the shadow devices are reconfigured automatically 

from another device. Therefore, the physical devices need not 
be changed or communicated to. The software used in [4] to 
implement this architecture consists of registers and connect-
ors to record and monitor the devices respectively. Apache 
Kafka was utilized for quick message dispatches. [4] says that 
this particular architecture is ‘application-agnostic with re-
spect to IoT protocols. This type of recovery block where an 
alternative shadow node becomes active in case of a failure 
of the main node is also discussed in [11].  

In [12], three components are present in the system, viz. 
self-configuration, which is responsible for accurate infra-
structure based on the requirements, self-optimization, which 
is responsible for monitoring, and self-healing, which recov-
ers faulty infrastructure. The three components may be pre-
sent individually or distributed among many layers of archi-
tecture. Researchers in [12] combine both layered architec-
ture and time-dependency to propose a model capable of re-
covery. To meet the latency requirements, cloud-based re-
sources are utilized. When a failure occurs, the self-healing 
component switches off the affected resources and recovers 
them by switching on backup resources using recovery pro-
cedures. This is considered an energy-efficient methodology. 

B. Protocols 

A neural network-based procedure for failure detection has 
been outlined in [9], called the ‘heartbeat strategy’. This strat-
egy is algorithmic in approach. A process is recognized as 
‘suspicious’ if a predetermined message or ‘heartbeat’ is not 
received from it after a fixed interval of time. The process can 
be stripped of its ‘suspicious’ status if it can send the message 
later, i.e., after the ‘freshness points’. A similar type of archi-
tecture is discussed in [11]. The network is assigned a cluster 
head, which is responsible for contacting other nodes period-
ically. If a particular component does not respond, the head 
concludes that a failure has occurred at that portion of the 
system. This time-based approach is also used in the protocol 
solution to the consensus problem in [14], where if a message 
from a node is not received within the predicted time period, 
the influence of faulty components is confirmed. 

The communication-centered protocol in [14] is based on 
bringing all the nodes present in the network to reach a con-
sensus as to how many faulty components can be tolerated in 
the IoT network. The paper [14] introduces this issue of get-
ting nodes to agree on a single value as the ‘consensus prob-
lem’. It is a basic problem related to reliable transmission in 
distributed systems. [17]. The solution to the problem brought 
forth protocols. Protocols aim to make the nodes agree on the 
largest possible number of faulty components to tolerate 
while using the least amount of communication. One such 
protocol is proposed in the same paper.  

For the protocol proposed in [14], the authors discuss the 
possibility of a fault in the medium of transmission and con-
sider this as a node fault. Two types of faulty transmission 
mediums are classified – dormant, which can be predicted 
based on certain coding schemes, and malicious, which can-
not be predicted. Since the system needs to be available even 
if the transmission mediums have been interfered with by an 
adversary, the nodes will use the protocol to come to the re-
quired consensus. Another method discussed in [11] is based 
on taking additional time to enforce redundancy to provide 



fault tolerance. There are two times of time redundancy, re-
active, which reacts after error-detection, and proactive, 
which does not wait for error detection but predicts it through 
machine learning. 

C. Microservices 

Another analysis in [11] was that an increasing number of re-
search papers were proposing microservices as solutions to 
improve the fault tolerance of IoT networks. Like its name, 
microservices are small components with small functions. 
The advantage of using microservices lies in the ease with 
which we can deploy and tests their reliability. [11] puts mi-
croservices-based architectures as Service-Oriented Archi-
tectures, where the services offered become central to the 
structure of the network. Asynchronous behavior of the sys-
tem, that results in lower coupling, is essential in guarantee-
ing the resilience of the architecture [18]. Therefore, micro-
services are a good option for the components of a network. 
Reactive microservices [15] are known for their resilient and 
elastic attributes. These independent units can build up archi-
tectures effectively. The idea of using a micro-component in-
stead of the entire component can be applied to other parts of 
the network. For example, in the proposed model given in 
[19], the payment process was made secure using micropay-
ment services, which were implemented in the blockchain. 

V. Mobile Crowdsensing 

Mobile crowdsensing is another option to be considered. It 
depends on the sensors present on people’s devices as the end 
IoT devices. Therefore, there may be less hardware deploy-
ment required. Hence, the dependence of the system on the 
hardware reliability is reduced, however, mobile crowdsens-
ing also brings up other reliability-related issues. The users 
who are involved in mobile crowdsensing may be the source 
of faults. The processes that are related to mobile crowdsens-
ing also need to be reliable. For example, in [19], to make the 
payment process that followed after the IoT device’s main 
function was implemented using blockchain, which is made 
it more secure.  

In a mobile-crowdsensing environment, a user may not be 
successful his executing his task on his mobile device [20]. 
There is a probability related to the chance of completing the 
task on the user’s side. There are many reasons for failure on 
the user’s side [20]. These are related to the inconsistent mo-
bility patterns of the user or the fault of an unreliable network 
connection between the device and the remaining compo-
nents of the system. There is even a chance that the user may 
provide incorrect information if they perceive some ad-
vantage in doing so. The devices themselves also have limits 
to the amount of computation that they will be capable of, due 
to their physical architecture.  

Yet, with further analysis, we can correlate this to the 
fault-tolerance that we have discussed earlier. Users also rep-
resent components in the network that are unreliable. A prob-
lem that arises here is that this probability of success is infor-
mation not accessible to the system. It again raises the issue 
of privacy in mobile crowdsensing, about which much re-
search is going on. Therefore, researchers have come up with 
different methods to obtain this probability value. One of 

them [20] has discussed the use of machine learning algo-
rithms, however, this is based on the assumption that what 
data is received from the user is true.  

In the mechanism designed in [6], the design is of agents 
that are responsible for ensuring the probability of success 
(PoS) of activity at a desired high level, over a particular pe-
riod of time. Then the focus shift to reduce the cost required 
for the agents is only high enough to guarantee that the re-
quired probability is met. Analogous to the hardware (also 
software) redundancy methods to ensure fault-tolerance, one 
way in guaranteeing fault tolerance in a crowdsensing net-
work is by having enough users. To achieve this, more users 
need to be motivated toward the platform [20]. This opens the 
study of incentivization, which needs to be advantageous to 
both client and corporation.  

VI. ISSUES, CHALLENGES AND 
OPPORTUNITIES FOR FUTURE 
RESEARCHERS 

Although this paper attempted to provide an exhaustive over-
view of reliable edge-computing architectures, it is not with-
out issues. This paper consisted of purely a theoretical review 
and was unable to delve into the performance of the edge-
computing architectures at the practical level. We have, how-
ever, formed a conceptual foundation that can help us expect 
reliable performance from certain architecture. This paper has 
fallen short of putting these various architectures to the test 
in real-life situations. Environmental factors may affect the 
practical setting up of a particular architecture. As has been 
mentioned earlier, a reliable design must be able to tolerate 
hostile environments. Installing a reliable IoT architecture in 
an unfavorable environment would drive costs upward, and 
the financial aspect is another area this paper was not able to 
cover. Moreover, certain theoretical terminologies may be 
understood differently in the industrial world. As we have 
mentioned earlier, the terms ‘fog-computing’ and ‘edge-com-
puting’ are sometimes confused with, and it should not come 
as a surprise that sometimes it is observed that these terms are 
used interchangeably. Nevertheless, for all research purposes, 
we will stick to the separate definitions as given in [13]. 

There were also some challenges faced during the course 
of this review. Firstly, we know that it is easier to propose 
new architectural models than to manufacture and distribute 
them. The implementation of a newly proposed architecture 
is a difficult task, especially if very little research has been 
conducted on it. Hence, the rate at which new models are pro-
posed in the realm of research will be faster than the rate at 
which they are utilized in the industrial world. Thus, this 
causes a disparity to grow between the two groups, with in-
dustry behind the research. This cautions us against conduct-
ing wide-scale research on topics that gather interest only 
among researchers but have little to no significance outside 
academia. Furthermore, architectures alone do not guarantee 
reliable edge computing. Several other components, such as 
communication protocols, need to be appropriately selected. 
A good communication protocol can ensure reliable and con-
stant performance, even if the physical devices employed in 
the architecture face mechanical errors. Due to these several 
non-architectural edge computing network constituents, this 



paper avoided selecting one ‘best edge computing architec-
ture’ for use in mobile crowdsensing. Instead, different archi-
tectural approaches were described. 

There is plenty of scope for more work in the domain of 
reliable edge computing architectures. Future research will 
need to tackle the challenge of developing future-proof stand-
ards. One approach to this is to ensure that the designs are 
able to evolve based on the new needs and requirements. We 
can expect, with reasonable certainty, that the demand for 
faster, yet more reliable computation will only increase in the 
years to come. Hence, long-term sustainability is one area 
that researchers need to look into. The near future will also 
see an increase in the number of personal devices connected 
to each other. These new devices pose new opportunities and 
challenges for both industry and academia alike. Moreover, 
our increased reliance on devices establishes the importance 
of reliable edge-computing architectures. Now, Table 1 and 
table 2 shows some impact of AI on Cloud services in detail. 

Table 1. Impacts of AI on Services 

Name Positive Impacts Negative Impacts 

Impact on 

Healthcare 

Creation of new drugs 

Improved Diagnostics 

Human care being 

replaced by AI systems 

Impact on 

Customer ser-

vices 

Customization of ser-

vices 

Replacement of hu-

mans 

Impact on 

Transportation 

and Logistics 

Non-stop autonomous 

transportation. 

Reduce car crashes 

Learning capabilities of 

autonomous vehicles 

Autonomous cars will 

reduce the driving 

pleasure. 

Impact on 

Education 
New courses in school - 

Impact on 

Environment-

related ser-

vices 

New service opportuni-

ties for societal well-being. 

High electricity 

consumption from AI 

technologies 

Impact on 

Financial Ser-

vices 

Fraud detection Disap-

pearance of passwords for 

facial or digital print recog-

nition 

Lack of credibility 

of cryptocurrencies 

Impact on 

Retail 

Physical stores will still 

exist in the future for cus-

tomer care. 

Replacement of 

jobs 

 
Finally, some crosscutting topics that impact all of the above services were 
also mentioned. These are shown in Table 2. 
 
Table 2. Crosscutting Impacts of AI on Services 

Name Positive Impacts 
Negative Im-

pacts 

Impact on Pri-

vacy 
- 

Loss of privacy 

Isolation 

Impact on Labor 

Smart redirection of 

Human Resources on so-

ciety 

Repetitive tasks auto-

mation 

Unemployment 

Replacement of 

jobs 

Impact on Legal 

Aspects 

Reduce the number of 

ID falsifications 

No regulation 

of technologies 

Political issues 

Failure of ex-

planation 

 

Now, readers are recommended to know/ learn about 
emerging technologies like blockchain technology, edge 
computing, automated analytics, quantum machine learning, 
etc., and their uses in smart era, can be found in [21-30] in 
detail. 

VII. CONCLUSION 
 

A. Summary 

The goal of this paper was to review edge computing archi-
tectures that emphasize reliability in supporting the latest 
edge-computing practices. These architectures must be able 
to operate correctly in various situations and different envi-
ronments. Edge-computing, which evolved from the cloud-
computing technology preceding it, has found applications in 
many areas. Crowdsensing is one such area that benefits from 
the advantages of the edge-computing paradigm. The relia-
bility of a system is an important requirement for high qual-
ity; hence, research continues to progress in this domain. This 
paper aims to review those research studies that proposed or 
analyzed solutions that would make IoT-enabled edge-com-
puting networks more resilient. As a result, we were able to 
get a bird’s eye view of the current research direction in this 
area. Based on the approach taken by researchers we have di-
vided them based on whether or not they proposed a layer-
based model of reliability. 

Other perspectives included those that sought reliability by 
including certain components, or a protocol of communica-
tion, or microservices. The majority of research has analyzed 
the networks based on layers, such as edge, fog, cloud, etc. 
Research is also taking place on another front, i.e., privacy 
preservation in crowdsensing. But, for this purpose, there 
needs to be a reliable architecture to work on. It is with this 
need in mind that the study was undertaken. 

B. Outlook 

In the proposed model in [12], The backup resources are 
switched off until they are needed, saving energy. We have 
discussed earlier that making a system more reliable involves 
more energy in terms of its development process. However, a 
more reliable system design can save manufacturing energy 



during maintenance. This is especially true in the case of self-
healing components discussed earlier. More energy implies a 
greater environmental impact; hence we must continue re-
search in this domain to help us reduce our environmental 
footprint.[13]. The authors in [15] agree that more research is 
required in the specific field of IoT reliability, such as in dy-
namic resource discovery.  

With the increased application of edge computing in vari-
ous disciplines, it is crucial that we study and further the re-
search of reliable architectures. These architectures can then 
be utilized in crowdsensing and beyond. 
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